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Restricting Access to Content—Filtering, 
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In mid-1999 the Federal Government, 
unfettered by constitutional rights of 
freedom of speech, led the world in 
passing the Broadcasting Services 
Amendment (Online Services) Act. The 
stated objective of the Act is to protect 
children from prohibited content 
available over the Internet and it seeks 
to do so by establishing a scheme of 
carrier liability. The Act has been the 
subject of intense debate within the 
In te rn et in dustry  w ith many 
com m entators criticising the 
approach taken. Key criticisms raised 
against the Act are that it imposes 
liability on the wrong people and 
that it does not achieve its stated 
objective.

O n 30 Septem ber this year, the 
Australian Senate passed a motion 
reflecting a range of criticisms relating 
to the Online Services Act. The motion 
also stated that the Senate recognised

the most appropriate arrangement for 
the regulation of Internet content is 
the education of users, the 
empowerment of end-users and the 
application of appropriate end-user 
filtering devices.

This article provides an overview of 
the various schemes available to 
prev en t access by children to 
inappropriate material.

PICS

The Platform for Internet Content 
Selection (PICS) was developed by 
the World Wide Web Consortium 
(W3). PICS is an Internet protocol 
which allows ratings to be transferred 
and understood across the Internet. 
The software has two components - a 
rating system to classify content and 
software that uses ratings systems to 
filter content. PICS enables two 
approaches for rating of sites: self

rating and third-party rating. Once a 
site is labelled in a certain way, end 
users are then able to block material 
entering their computer if the material 
has a rating which is not acceptable. 
Users are able to examine each 
category of rating in order to choose a 
preferred level of information to be 
received for that category. Users are 
effectively able to define their own 
ratings standards. For example, a filter 
can be set with a value from 0 to 4 for 
a number of categories. Under the 
RSACi scheme, there are only four 
categories -  Violence, Nudity, Sex and 
Language. U nder one particular 
scheme, the “Violence” category the 
rating runs from “No Violence” to 
“Wanton and Gratuitous Violence”.

Possible inaccuracy of self-ratings as 
well as the vast number of sites that 
remain unlabelled make this system 
problem atic. All m aterial th at is
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unlabelled may be blocked despite a 
large proportion of this material being 
suitable for all people. Some 
companies have employed persons to 
rate web pages. Such a task has 
obvious practical limitations. Some 
program s may also block entire 
directories of Web pages sim ply 
because they contain a single blocked 
page.

PICS has been criticised more recently 
as providing a method for censorship 
by governm ents -  specifically the 
process it was set up to prevent. 
Governments may be able to screen 
out what they consider objectionable 
material or use ratings to achieve the 
same end.

Two notable rating systems that are 
currently in use are SafeSurf and one 
developed by the Recreational 
Software Advisory Council known as 
RSACi. RSACi is used as the default 
ratings system for Microsoft Internet 
Explorer. These system s enable 
content providers to rate their own 
sites. Each has different categories of 
ratings, and so users are likely to select 
the system that has categories tailored 
to their requirements.

POSITIVES OF THE SCHEME

Permits content rating/access to move 
beyond the ‘blunt in stru m en t’ of 
pornography/not pornography to 
encom pass different com m unity 
generated categories of material.

May have incidental benefits by 
allowing end-users easier access to 
information by excluding irrelevant 
sites.

Permits customisation of access to 
content specifically tailored to the 
individual user’s criteria of acceptable 
material.

NEGATIVES OF THE SCHEME

This system requires voluntary rating 
of content. Although many users 
would be willing to abide by such a 
schem e, it is not clear th at 
participation of a substantial number 
of content providers would occur.

If access was denied to all unlabelled 
material, a large amount of useful

m aterial w ould not be accessible 
simply by failing to have a rating.

Sample sites:

PICS: http://www.w3.org/PICS/;

RSACi: http://www.rsac.org/ 

homepage.asp;

SafeSurf: http ://www.safesurf.com/;

APPLICATION LEVEL 
BLOCKING
Application level blocking is a ‘black 
list’ blocking system. It involves the 
blocking of a particular web page or 
ftp site by specifying the URL of a site 
to be blocked. Blocking can be applied 
to web pages, news groups or 
particular news items. The blocking 
is accom plished by the ISP 
implementing software on their server 
to review requests to black-listed sites. 
Most commonly the ISP forces its 
clients to access the Internet through 
a proxy server which performs the 
filtering task and delivers the page to 
the user if the requested URL is not 
on the black list.

POSITIVES OF THE SCHEME

Application level blocking provides 
efficiencies of scale in that it needs to 
be implemented at only one point in 
the tree of Internet connectivity (ie at 
one ISP, rather than at each u ser’s 

premises).

Sites that have offended previously 
will not be m ade available 
subsequently, at least at the same URL.

NEGATIVES OF THE SCHEME
Where different port numbers are 
used in the hypertext URL, and the 
filter in the proxy server is looking 
for the standard port number, the 
page with the different port number 
bypasses the filter.

Sites can be renamed after blacklisting 
circumventing the filter.

W here material traverses an 
intermediate site (eg a translation 
service) the black list may be 
circumvented (as the information 
appears to originate from a different 
URL than the one requested by the 
user). The URL of the requested

material may not be black listed while 
the URL of the information that is 
actually returned is on such a list.

The scheme requires a black list to be 
formulated. Prior to material being 
present on the black list, it remains 
accessible.

End users may be able to circumvent 
blocking by reconfiguring their proxy 
settings.

The black list requires third party 
intervention  to m aintain and 
administer the list. If the list is to be 
synchronised across ISP’s, a process 
must also be established to ensure this 
occurs.

This scheme also blocks at a high 
level, meaning that all users’ access 
will be blocked in order to prevent 
access by a subset of users. For 
example, in order to prevent access 
by children to content, all users are 
blocked. This also means the scheme 
does not readily lend itself to tiered 
blocking (eg. PG, G, MA, M15+ etc).

PACKET LEVEL BLOCKING
As a message is transferred from 
sender to receiver on the Internet, that 
message is broken into ‘packets’ that 
are independently transmitted. The 
packet has a header part and a payload 
part, the former being used by routers 
to get the packet to its destination.

Packet level blocking w ould 
effectively operate at Internet 
gatew ays. Packet level blocking 
operates by comparing the packet’s 
source address with a supplied black 
list of IP addresses. This is done by 
routers examining the header part of 
the switch.

POSITIVES OF THE SCHEME

As with application level blocking, 
m aterial which is on a black list 
becomes unable to be accessed in the 
same form.

NEGATIVES OF THE SCHEME

Packet level blocking is 
indiscrim inate. Entire sites are 
blocked where only one page may 
contain offending material. A site that 
hosts a significant amount of content
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is blocked by means of one offending 
page and the remainder of the site 
becomes inaccessible.

Packet level blocking can be easily 
circumvented by the use of alternative 
IP number addresses. Routers can also 
be circum vented by the use of 
tunnelling. Tunnelling involves an IP 
packet contained inside another IP 
packet. The internal packet may be 
black listed, but the information will 
pass through a router because the 
wrong IP address will be examined.

Similar to application level blocking, 
black lists are required before material 
becomes blocked.

END USER FILTERING
An end-user can also use filtering 
software on their PC other than the 
PICS scheme. Products offer a range 
of filtering and blocking strategies. 
Keyword blocking, one such strategy, 
involves the program  looking for 
variaus w ords and, if found, 
restricting access to that page or 
removing the word. This can lead to 
absurd results -  a headline such as 
“Church condem ns lesbian 
literature” would appear as “Church 
condem ns litera tu re ” w hen seen 
through the filter.

Other blocking mechanisms attempt 
to guess the nature of the content of a 
page and block certain pages based 
on the guess. The guess is based on 
algorithm s or rules (know n as 
“cortent recognition” in industry 
parlance).

A role for schools and libraries has 
already been established in the United 
States. All libraries and schools who 
are eligible for certain subsidies are 
requ.red to use filtering software to 
prevent ju v en ile  access to 
pornographic material. In Australia 
more schools are using filters that can 
blocl access to offensive Web sites as 
pressure from parents increases.

POSITIVES OF THE SCHEME

These programs allow users to choose 
the level of blocking they desire.

Legitimate restrictions on one user are 
not imposed illegitimately on other 
users.

NEGATIVES OF THE SCHEME
Products th at rem ove particular 
offending words w ithout notice to 
the end-user can have the effect of 
altering the meaning or intent of a 
sentence.

Legitimate sites are blocked if they 
contain a particular word that, when 
used in certain contexts, may be 
offensive. A legitim ate word that 
happens to have the same sequence 
of letters of the offending word within 
it, may also result in restricted access 
to the otherwise legitimate page - for 
example travel information to the 
English town of Scunthorpe being 
inaccessible.

Programs that the guess content of a 
page cannot be as reliable as humans 
or exercise the judgement that is often 
required in these cases.

Sample sites:

CyberSitter: http:// 
www.cybersitter.com/;

NetNanny: http:// 
www.netnanny.com/;

WHITE LISTS

An alternative to having sites which 
are blacklisted, is the establishment of 
what are known as clean universes or 
white lists. White lists as the name 
suggests, operate in a reverse manner 
to black lists. Where black lists allow 
access to everything except sites on 
the black list, white lists allow access 
to nothing except sites on the white 
list.

Such systems have been established 
in Australia as the demand for these 
safe environments increases. Once a 
user subscribes to the clean 
environm ent, that u se r’s PC will 
automatically open up within it. The 
PC will not be able to access the 
general Internet without a password. 
Such a system provides a parent with 
a great amount of control over the 
m aterial th eir child w ould view 
online. It is a far safer system from the 
point of view of the parent than one 
in which unreliable filtering or an 
arbitrary rating system governs 
access.

POSITIVES OF THE SCHEME
The only way to circum vent the 
scheme is to acquire a non white-list 
account.

White listing involves less processing 
and filtering overhead, giving faster 
response times.

NEGATIVES OF THE SCHEME

A great appeal of the Internet stems 
from the vast range of m aterial 
accessible. The m aterial available 
through a scheme such as this is 
limited to the amount of content given 
approval by the system ’s 
administrators. The rate of giving 
approval to content is outstripped by 
the amount of new content entering 
the Internet.

Sample sites:

KidzNet: http://www.kidz.net.au/;

CyberPatrol: http:// 
www.cyberpatrol.com/; http:// 
www.kahootz.com.au/

LABELLING PROCEDURES
Under the PICS standard, the primary 
objective of its development was to 
govern parental control. Labelling can 
also be used to em power a u ser’s 
selection of inform ation. This is 
know n as ‘peer collaborative’ 
filtering. A user is directed to 
information tailored to their area of 
interest. This use is not the subject of 
discussion in this article although it 
is interesting to note that labelling can 
have this alternative function.

In Australia the Internet Industry 
A ssociation’s Code of Conduct 
provides that ISP’s will encourage 
those of their users who are content 
providers to use appropriate labelling 
systems. The onus is put on the ISP’s 
to encourage content providers to use 
classification schemes. This is done in 
conjunction with ABA standards. In 
the U nited States Congress is 
considering legislation to sanction a 
process for dealing with children’s 
access to offensive and illegal online 
content. ISP’s may be required to 
provide for no fee or a nominal fee, 
computer software or other filtering
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or blocking systems that allow the 
customer to prevent access to online 
material by minors.

EDUCATION OF USERS
A new community advisory board on 
Internet content was announced on 
26 November in Australia. NetAlert 
has been set up to assist in the 
education process of managing access 
to online content.

This body will ru n  an advisory 
hotline by w hich p aren ts and 
concerned members of the public can 
receive information regarding ways 
to promote a ‘safer Internet experience 
for children’. The education of users 
is imperative to achieve protection of 
children while filtering and labelling 
schemes remain underdeveloped.

CONCLUSIONS
Filtering programs and classification 
schem es rem ain technologically 
lim ited. The increasing need for 
parents to supervise their child’s 
online activity will remain a useful 
method for ensuring the child has 
access to material the parent considers 
appropriate.

Blocking done at the ISP provides 
efficiencies of scale in that blocking is 
done at only one level, however other 
costs of ad m inistration  and 
im plem entation of the schem e 
warrant consideration.

End user blocking requires a certain 
degree of technical skill, offers higher 
custom isability and avoids the 
problem  of some users having 
restricted  access because of the 
requirements of others.

The developm ent of safe 
environm ents w here only 
specifically approved pages are 
accessible provides parents with an 
adequate means of ensuring their 
child will not be exposed to content 
they consider harmful. The amount 
of information made available on 
these sorts of systems will continue to 
grow, however is vastly limited in 
com parison to the range of 
information available on the Internet.

This review reveals that there are a 
number of competing interests that

must be considered when evaluating 
the adequacy, effectiveness or 
necessity of res tricting access to 
In te rn et contem t. Further, these 
interests can be in direct conflict with 
one another and, a t  the very least, are 
often at cross purposes. Among those 
interests we note the following:

• prev en tin g  children having 

access to  inap p ro p riate  
content oveer the Internet

• allowing access by adults over 

the Internet to material which 
may be legally acquired by 
them in other media

• encouraging systems to allow 

users to better locate 
information! they are seeking

• minimisinig costs of
p articip atio n  and
ap p o rtio n in g  them
appropriately

• maximising flexibility

• maximising parental control

• maximising internal incentives 

to ensure the scheme is self 
supporting

• minimising the need for third 

party a d m in istra to rs of 
schemes

• m inim ising barriers for 

useability

For example a PICS based approach 
where end users are empowered to 
take control of their Internet access 
provides a good fit against most of 
these criteria. However, PICS has been 
criticised for not providing parents 
with adequate control -  ironically 
because children are assumed to be 
more Internet savvy than their parents. 
In order to effectively implement a 
system, parents would need to invest 
time in understanding how systems 
work and how to prev en t their 
children circumventing it.

Ultimately the closer filtering is to the 
content consumer the more easily that 
filtering can be customised to the 
needs of that co n su m er w ithout 
restricting the rights of others. 
Similarly the closer classification is to 
the content provider, the faster

content will be classified and 
therefore become available through 
filtered services. Arguably this would 
also increase the accuracy of 
classification, although this is subject 
to dispute. Further when filtering and 
classification are located with the 
co ntent consum er and producer 
respectively, a scheme is very well 
placed not only to reflect actual 
comm unity standards but also to 
evolve with them. Conversely the 
fu rth er such filtering and 
classification are from the content 
consumers/producers, the more easily 
a schem e can be im plem ented, 
adm inistered  and policed by a 
regulator. Further the more easily 
broad based standards can be created 
and implemented.
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